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Abstract The performance of Automatic Speech Recognition (ASR) depends on its capability to identify the test patterns
best-matched with training patterns in various classes. This matching is highly dependent upon the individual feature
extraction technique or combination thereof. Certain advanced feature extraction techniques such as GFCC, BFCC have
been reported in the literature (with associated additional problems of accepted bandwidth and optimal number of
features) in addition to the commonly used ones such as Mel Frequency Cepstral Coefficient (MFCC) and Perceptual
Linear Prediction (PLP) coefficient. MFCC is more suitable for clean environments while PLP performs better when
there lies a significant mismatch between training and testing phase. Therefore, this paper proposes a minimalistic
approach involving hybrid features (i.e., MFCC+PLP) to overcome shortcomings of each constituent, such as sensitivity to
background noise on one hand, and avoid complexity in extracting advanced features, such as GFCC and BFCC etc. on the
other hand. These hybrid features can provide favourable or comparable results as compared to those obtained using
advanced features in both clean and noisy environments. The other problem of optimizing the number of filter banks for a
specified bandwidth is proposed to be accomplished using an evolutionary technique like DE (Differential Evolution) to
enable suitable comparisons with the existing literature. Additionally, an advanced classifier viz. Deep Neural Networks
(DNN) is used as compared to ones that are more conventional such as Hidden Markov Model (HMM) used in the
literature for further improvisation.
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1. INTRODUCTION

Speech is primary mode of communication between human beings. Automatic speech recognition in its basic
form is used for speech to text conversion using machines [1]. Researchers across the world have tried to
minimize this gap between man and machines by the use of efficient techniques. But random behaviour of
noise makes the recognition task more difficult and is still a challenge [2-5].

The right selection of language is a prime concern while designing a speech recognizer, since it is of more
utility if it handles local languages such as Punjabi in Indian context [6,7]. For instance, design of interactive
applications, spreading and carrying the benefits of various schemes to the lowest strata in society become
easier, which would otherwise be a herculean task in foreign languages given the lack of education and
computer literacy among masses [8, 9]. Hence, Hindi speech recognizers are expected to solve these sorts of
problems.

Additionally, different forms of speech based on the type of utterances such as Isolated words, connected
words, Continuous and spontaneous speech have a bearing on the design of a speech recognizer. As continuous
speech is closer to natural way of human speaking [10,11,12], various studies considered this speech format to
analyze the performance of a practical speech recognition system. The absence of efficient technique to find
start and end point detection in continuous speech is still an important research gap [13]. Therefore, continuous
speech in noisy environment is considered in this paper.

Another important factor for performance evaluation is noise that is an external and uncontrollable parameter.
The recognition of speech is easier in clean environment as compared to the noisy one. In general, noise
reduction is an important factor for designing a robust speech recognition system [14]. Noise compensation is
one such technique, which requires a priori knowledge of its characteristics. Therefore, speech detection and
enhancement algorithms can be used alternatively to obtain desired speech quality with maximum accuracy
[15,16,17]. But this task is very difficult due to irregular noise boundaries, which can cause loss of desired
signal due to improper demarcation between the two [18]. Hence, selection of proper features or their robust
extraction techniques can play a vital role in improving the performance of a speech recognition system in
noisy environment [19, 20].
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There are various feature extraction techniques used for speech signal such as Linear Predictive Coding (LPC),
Mel Frequency Cepstral coefficient (MFCC), Perceptual Linear Prediction (PLP) and Wavelet Transform etc.
with their own advantages and disadvantages [21,22,23,24,25]. For instance, most of the existing speech
recognition systems utilized MFCC as they perform better in clean environment and when there is no
considerable mismatch between training and testing data. On the other hand, PLP features are more robust to
the environment varying due to noise and other external means [26]. There are also some advanced features
like GFCC and BFCC that are more robust to noise than MFCC and PLP individually, but they entail extra
computational complexity [20]. However, the combination of (MFCC+PLP) features can result in
performance comparable to these advanced features (GFCC & BFCC) both in clean and noisy environment.
Therefore, minimalist features based on both MFCC and PLP are proposed to be used in this paper.

The second factor for robust performance is the optimal number of filters and bandwidth [20]. The assigned
bandwidth for filter bank is very important to improve the performance of speech recognition in noisy
environment. It has been experimented that optimized filter bank can lead to reduction in error for both MFCC
and PLP for variety of tasks [27]. There are number of techniques that are used for optimization of the
filterbank such as Particle Swarm Optimization (PSO), Genetic Algorithm (GA) and Differential Evolution
(DE) to name a few [28,29,30]. DE is improved form of Genetic algorithm in-terms of optimization quality and
speed [31]. This prompted the authors to apply this algorithm to optimize the required features in this paper.

In [32], authors proposed speech enhancement method based on Deep Neural Network (DNN). The results

show that the pre-processing methods in the suggested framework enhanced voice recognition. Using the Deep
Belief Network (DBN) model, Reference [33] presented a novel method for speech segregation in unlabeled
stationary noisy audio signals. Music signals were successfully separated from noisy audio streams using this
technique. In the meantime, reference [34] provided a thorough analysis of numerous studies that used Deep
Learning in the field of automatic speech recognition and were carried out between 2006 and 2018. A N-gram
modeling technique was presented [35], to recognize Punjabi continuous speech recognition using Kaldi
speech recognition toolkit. In [36], authors have compared the performance of DNN over GMM and observed
better performance of DNN for large training datasets. The author of [37] have applied DNN modeling to
Punjabi children’s speech corpus and reported a improved accuracy rate up to 87%. In [38], authors have
proposed corpus optimization model on Punjabi datasets to reduce the word error rate by 5.8%.

A systematic review of 76 research paper [39], in the field of children speech recognition is discussed to
analyze the potential trending of different speech recognition techniques. In [40], authors have addressed
various challenges faced by the researchers in the field of Automatic Speech Recognition such as multilingual
translation, emotion recognition and Human computer Interface. A language space denoising technique was
discussed in [41], to design noise —robust speech recognition system using large language models.

This conversation makes it clear that there hasn't been much research done on Punjabi voice ASR in noisy
settings. To improve recognition accuracy, the majority of previous research has used the Hidden Markov
Model (HMM), Gaussian Mixture Model (GMM), or their hybridizations (HMM+GMM). Thus, there is a
great deal of opportunity to investigate the application of Deep Neural network

The paper is organized as follows; Second section introduces and explains the nomenclature and terms
involved in this paper. Third section discusses the proposed methodology. The fourth section presents and
illustrates various results for MFCC, PLP and hybrid (MFCC+PLP) feature extraction techniques in noisy
environment with DE and without DE optimization followed by conclusions at the end.

2. MFCC, PLP and Differential Evolution

2.1 Mel Frequency Cepstral Coefficient (MFCC)

MFCC is a well-known feature extraction technique due to its broad coverage of distinct features of a speech

signal. It approximates the characteristics of input signal following the steps as [17]:

e Pre-emphasis of speech signal is required to raise the signal to noise ratio (SNR) at high frequency
component to reduce the effect of noise.

e Windowing (Hamming Window) is performed to provide continuity to the frames at edges. Mostly
Hamming window is used to perform this task using the expression

W(n)={ 054—046c0s(22-1) 0<n<N o

0 otherwise
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Where W(n) is Hamming Window, n are samples considered out of total N samples.

e Further Discrete Fourier Transform (DFT) is applied to transform into frequency domain as

N-1
X(K)=Y x(n)e ™" 0<n<N-1 @)

n=0
Then band pass filtering is done to approximate the power spectrum of each frequency band using

P(K)=%‘X(K) 3)

‘2
e Logarithmic Mel-Scaled filters bank converts frequency to Mel scale to map human auditory system as

M (f)=2595log,, (1+7—€0j @)

Finally, Discrete Fourier Transform (DCT) is performed to generate Mel Frequency cepstral coefficients as

F(u):\/%ﬁA(i)cos{%(%H)}F(i) ©

There are 13 MFCC features computed from above steps out of which 12 features are computed using DCT
transform and one energy feature from the frame. This energy feature is important because it show the
correlation between identities of frames in terms of energy. A different set of 13 MFCC features are obtained
by performing first order derivative on the above derived feature vector. Therefore, a feature vector of 26
coefficient values is obtained by combining the two sets. A final feature vector of 20 coefficients is selected
out of the above 26 coefficients for signal processing. These limited numbers of coefficients are used to
maintain uniformity of study at reduced computational complexity. The additional features obtained using
derivative method help defining non-uniform nature of the speech.

2.2 Perceptual Linear perceptron (PLP)

Based on the ideas of auditory psychophysics, the Perceptual Linear Prediction (PLP) model is a speech
analysis method. By highlighting perceptually important information and eliminating extraneous material, it
improves speech recognition. By using spectral modifications, PLP more accurately mimics the properties of
the human auditory system than Linear Predictive Coding (LPC). The following three crucial processes are
used to achieve this distinction:

key Band Analysis: To represent the human ear's capacity for frequency resolution, the speech signal is
separated into key frequency bands.

Equal Loudness Curve: The spectrum has been tuned to human hearing's sensitivity to frequencies.
Intensity-Loudness Transformation: Using a power-law function, a non-linear transformation simulates the link
between perceived loudness and sound intensity in contrast to LPC, which uses a linear scale to evaluate
speech.

e After that Band pass filtering is done to approximate the power spectrum of each frequency band as
‘2

P(K)=%‘X(K) (6)

e Then audio frequency is converted to Bark Scale for better mapping of human auditory process as
0.5

2
Q) =6In| —2—+ | 2| +1 )
1200IT |\ 1200IT
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The frequency analysis is in line with the human auditory perception scale to the use of the Bark filter bank for
spectral warping. To improve the spectrum, its output is smoothed and down-sampled. Then, with
consideration for the equal loudness contours, an emphasis is placed on the smoothed spectrum to improve
aural perception. To further resemble the properties of human hearing, these modified values are then increased
in accordance with the power-law relationship.

e Finally, LP Model is applied to predict the feature coefficients by mapping the power spectrums P(W) and
P’(W) as

1 & P(w
_ ZL =1
M m=1 P '(a))
Where P(@) and P'(@) are input and predicted power spectrum of the speech signal.

®)

The first steps of MFCC feature extraction are the same as those in PLP, including windowing and using the
Fourier transform. But PLP uses the Bark scale, whereas MFCC models the human auditory system using the
Mel scale. Furthermore, PLP enhances weaker signal components by using an equal loudness function prior to
linear prediction. PLP uses trapezoidal filters, as opposed to MFCC's triangle filters. Similar to MFCC, where
the first-order derivative yields an extra feature vector of 13 coefficients, the first 13 coefficients of PLP
features are computed using recursive cepstral calculation. A final feature vector with 26 coefficients is created
by combining them with the original vector.

2.3 Differential Evolution (DE)

Differential Evolution is an optimization technique used to find optimum solution of a mathematical function.
It was introduced in year 1997 by Storn and Price [42]. It is based on natural selection of elementary
population to optimize its solutions. The multiple iterations are performed to find most suited solutions for a
given problem. Some primary parameters are required to be initialized, before possible run of this evolutionary
algorithm to optimize a filter bank for extracting features [43]. It involves the following nomenclature;

e Population size: The number of filters is treated as population. Higher number of filters represents larger
population.

Population initialization: It talks about the numbers of filters used initially.

Mutation: It is a process to generate new filters for optimization.

Crossover: It refers to generating trial filter by adding new filters with the help of crossover operators.
Selection: It refers to ranked selection method to find filter with least fitness.

DE is an optimization technique which provides the best fitted result for the initially selected parameters and
range. Here DE algorithm is adopted to optimize the number of filters. Various numbers of filters are tried in
range of [80-120] but most optimized result is obtained at 100 for mutation rate of 0.06 and crossover of 0.6.

3. Proposed methodology

The proposed Automatic Speech Recognition (ASR) system utilizes hybrid features (MFCC+PLP) at front end.
Differential Evolution (DE) is an evolutionary approach applied to optimize number of filter banks for better
performance. Deep Neural Network (DNN) is used as a classifier to train and test the patterns of speech
samples to improve the recognition rate.

3.1 MFCC and PLP Filter bank

Feature extraction is an important step in Automatic speech recognition. The robust features provide immunity
to noise and environmental variations. Pre-processing is the first building block that is used for digitization,
windowing and removing noise from input speech signal. The selection of a specific filter depends on the
characteristics of noise.

There are various feature extraction techniques but MFCC has wide utilisation in clean environment. Mel filter
bank is a type of triangular band pass filter that is linear below 1000 Hz and non-linear above it [44]. In Fig.1,
frequency analysis for range 0 to 8 kHz is shown using Mel frequency filter bank. Mel filters are distributed in
a band such that lower edge of a filter acts as the centre frequency for the previous filter. MFCC uses Mel-filter
bank while PLP utilises bark scale to extract the features.
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According to Hermansky, Bark scale filter bank are placed such that their centre frequencies are 1 Bark apart
from each other [24]. Fig. 1 and Fig. 2 shows MFCC and PLP features at sampling frequency of 16 kHz.

Triangular filter bank
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Fig. 1 Mel Frequency filter bank (MFCC)

Both MFCC and PLP show nearly similar responses since they both have the capability to adapt to non-linear
region of human hearing. But PLP parameters are comparatively more robust to noise and varying
environmental effects. Therefore, in this paper, both MFCC and PLP are combined to harness the benefits of
each.

The purpose of DE optimization is to find optimum number of filter banks and adjust the filter spacing for both
feature extraction techniques. The optimized features help in the better utilisation of accepted bandwidth for
improved the accuracy of recognition.

BEark scale filer bank (Sarmpling frequency = 15kH=z)
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Fig.2 Bark Frequency Filter bank (PLP)
3.2 DE optimized filter bank

Optimization using DE starts with random selection of a few numbers of filters to define initial population.
These are represented by chromosome to keep them distinct. The selection of chromosomes depends upon
fitness value that is decided by mutation process. Further, crossover operation is performed on the population
to compute fitness of newly generated filter bank. The performance of DE algorithm depends on a number of
parameters like population, mutation and crossover that are to be set initially. Fig. 3 shows steps involved in
extracting DE optimized MFCC and PLP features. In this paper, population size, Mutation and crossover are
initialized as 100, 0.06 and 0.6 as determined after extensive experimentation.
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Pre-processing of speech signal covers pre-emphasis and windowing to amplify energy of high frequency
component in comparison to low frequency and remove discontinuity at edges. Then DFT is applied to
compute energy within each frequency band [45]. Mel and Bark filter banks are optimized by DE for their
spacing and numbers. Log-compression is used to map the loudness of human perception. Similar work is
performed in PLP by the loudness compression. Inverse Discrete Fourier Transform (IDFT) is applied to get
coefficients back in the time domain.

3.3 Deep Neural Network (DNN)

Deep Neural Networks (DNN) are collection of neurons interconnected to each other. The neurons are further
classified into layers. The input layer corresponds to data for classification. The output is computed from
weighted sum of its input.

The nature of DNN depends on types of its parameters; Generally, DNN is operated by three types of
parameters: Pattern of interconnections, Training process to update the weights and activation function [46].
The purpose of training DNN is to improve the recognition up to the target value. In this research work
extracted features are treated as input to DNN for the task of classification.
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Fig. 3 Steps to extract DE optimized MFCC and PLP features

In Fig. 4 Basic building blocks of DNN based automatic speech recognition are shown. The input speech signal
is processed for extracting MFCC and PLP features. Filter banks for each technique are optimized using DE
evolutionary techniques beforehand. Further, Individual filters are combined to get hybrid features. Deep
Neural network (DNN) is used as classifier to train and test the signal. Multilayer perceptron (MLP)
architecture of DNN is adopted for classification.
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Fig. 4 Proposed Methodology

3.4 Experimentation Datasets

The first requirement for performing an experiment is input database and its broad acceptance. So, database is
created in Punjabi language from peoples of different age group and gender.

3.4.1 Speech Datasets: Punjabi speech signals of different speakers are acquired by authors using Audacity
2.3.2. It is open-source software for audio editing and recording applications [47]. 3 males and 3 females of
different age group are selected for the purpose. The acquired datasets are described in Table 1.

Table 1: Speech datasets

S. No. Gender Age No. of samples (S) No. of repetition (R) Total samples
(T=S*R)
1. Male 40 100 2 200
2. Male 17 100 2 200
3. Male 16 100 2 200
4. Female 17 100 2 200
5. Female 18 100 2 200
6. Female 30 100 2 200

A total of 1200 voice samples were recorded, which were then divided into two sets: 75% of the samples were
used for training, while the remaining 25% were set aside for testing. The recordings were made using the WO
Mic client interface connected to Audacity, a tool that allows for sound recording, clipping, storage, and
mixing. The speech signals were captured with the following parameters:

Sampling frequency (Fc): 16 kHz
Coding technique: PCM
Recording mode: Mono

Bit rate: 16 bits/sec
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The recorded speech data was mixed with various environmental noises (such as car, fan, and diesel engine
sounds) to examine their impact on Automatic Speech Recognition (ASR). The noise samples were sourced
from online platforms, as detailed in the following subsection.

3.4.2 Noisy Database

Noise samples from car engines, diesel engines, and fans were collected from freesound.org and NOISEX-92,
which offers various sounds for research purposes. These noises were combined with the clean speech samples
to create noisy speech data with Signal-to-Noise Ratio (SNR) values ranging from 0 to 15 dB in 5 dB intervals.
The resulting noisy speech signals were used to train and evaluate the performance of speech recognition
systems in noisy conditions.

To adjust the SNR, the noise reduction feature in the ‘Effect’” menu of Audacity was used. This involved
opening two separate windows, one for the signal and another for the noise, and then blending portions of the
noise into the signal to generate noisy speech data.

4. Results and Discussion

The performance of the proposed Automatic speech recognition (ASR) systems is analysed in three parts. The
first stage comprises the study of MFCC features individually with and without optimization of filter banks
using DE. The second stage utilizes PLP features individually with and without DE optimization. The final
stage includes the performance of hybrid features. The Deep Neural Network (DNN) is used universally in all
above stages to classify the speech signal. These three stages will help in appreciating the effects of features
used individually and collectively. Also, the effect of DE optimization on the performance of proposed ASR
can be assessed.

4.1 Performance analysis using only MFCC

Table 2 and 3 below display the voice recognition system's accuracy using the MFCC function with and
without DE. The tables show that recognition ability improves with an increase in the signal to noise ratio.
When automobile noise is present, the recognition rate is at its highest; when diesel engine noise is present, it is
at its lowest. By comparing the recognition rate at 0 dB, the cause of this performance shift can be examined.
Car noise is at its best and diesel engine noise is at its lowest at 0 db. Following that, there is a slight variation
in the results of up to 15 dB, but the average results stay the same. Different noises are the source of this
significant shift in diesel engine and automobile noise.

Table 2: Accuracy [%] without DE using MFCC

Type of noise Signal to Noise Ratio (db) Average
(15 db to 0 db)
15 10 5 0
Car 85.6 66.8 43.1 232 54.675
Fan 84.2 66.3 41.7 22.1 53.575
Diesel Engine 82.5 61.8 383 11.8 48.60

Table 3: Word accuracy [%] with DE using MFCC

Type of Noise Signal to Noise Ratio(db) R Sﬁgizaﬁedb)
15 10 5 0
Car 88.5 77.8 55.8 34.8 64.22
Fan 85.8 78.3 55.8 32.8 63.17
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Diesel Engine 90.8 753 53.2 31.8 62.77

It is observed from Table 3 that there is a considerable improvement in accuracy of speech signal using DE for
all type of noises. Maximum recognition is obtained for diesel Engine noise between 10 to 15 db. It is also
noticed that (0-5) dB and (5-10) db show almost similar improvement. This may be caused due to attainment of
approximate signal strength for recognizer about 10 db so comparatively least margin for further improvement.
From Table 2 and Table 3, it is observed that diesel engine noise using DE has maximum performance
improvement of 14.17 percent. The least improvement in recognition i.e. 9.5% is noted for car noise. The fan
noise has reported moderate rise in accuracy by 9.60%. On comparing Tables 2 and 3 it is also found that DE
algorithm has a better impact on the noise type providing least result without it and vice versa for the reasons
mentioned above.

Table 4 Accuracy without DE using PLP

Type of noise Signal to Noise Ratio (db) Average (15 db to 0 db)
15 10 5 0
Car 86.3 67.2 42.8 233 54.90
Fan 84.4 67.3 40.7 238 54.05
Diesel- Engine 83.5 62.5 383 12.4 49.17

Table 5 Accuracy with DE using PLP

Type of Noise Signal to Noise Ratio (db) Average (15 db to 0 db)
15 10 5 0
Car 89.5 717.5 56.8 35.6 64.85
Fan 91.5 75.6 58.9 34.5 65.12
Diesel- Engine 90.4 72.4 50.8 315 61.27

4.2 Performance Analysis using PLP (Perceptual Linear Perceptron)

It is observed from Tables 4 and 5 that rise in signal to noise ratio is equally effective in both cases i.e., with
and without DE optimized filter bank. As signal to noise ratio increases, there is corresponding improvement
in performance. DE optimized filter banks show drastic improvement in accuracy at all db values ranging
between 0 to 15 db. The performance of PLP feature is slightly better than MFCC, as PLP features are more
robust in noisy or time varying environments. The hike in improvement follows the patterns similar to MFCC
for all three types of external noise.
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4.3 Performance Analysis using MFCC_PLP

The proposed technique utilizes the hybrid features (MFCC_ PLP). It is observed from Tables 6 and 7 that
accuracy of hybrid features is quite better as compared to MFCC and PLP individually It is observed from
Tables 2,3,4,5 and 6,7 that hybrid technique provides better improvement in the interval 10 to 15 db due to
presence of PLP features that are known to perform better in noisy environment.

Table 6 Accuracy [%] without DE using MFCC PLP

Type of noise Signal to Noise Ratio (db) Average (15 db to 0 db)
15 10 5 0
Car 88.2 69.7 45.6 254 57.22
Fan 87.3 68.7 435 239 55.85
Diesel- Engine 86.3 63.6 39.2 13.6 50.67

Table 7 Accuracy with DE using MFCC PLP

Type of noise Signal to Noise Ratio (db) Average (15 db to 0 db)
15 10 5 0
Car 95.5 79.8 54.9 339 66.02
Fan 94.8 78.2 56.8 34.8 66.10
Diesel- Engine 92.4 75.8 55.8 30.6 62.60

From Tables 6 and 7, it is observed that the performance shows a steep hike even at 0 db level. The
improvements for car and fan noise are almost similar while diesel engine noise follows the earlier pattern.
There is also improvement for fan noise which was less affected for MFCC features due to better effectiveness
of hybrid features in clean and noisy environment. From Tables 3 and 5, it is observed that Performance of
PLP features are slightly better than MFCC with and without DE optimization. The improvements in
recognition rate follow the earlier patterns for all three type of noise and the features. The proposed hybrid
feature extraction technique shows improvement in performance on an average by 12.62% compared to MFCC
and 12.70 % compared to PLP individually without DE optimization.

Conclusion

Differential Evolution and hybrid features (MFCC and PLP) are shown to improve the performance of Punjabi
speech recognition in noisy environments. DE algorithm has been successfully applied to optimize the number
of filter banks for better performance. Hybridization of MFCC and PLP features provide robust features.
Various analysis is performed to evaluate the performance of proposed system in noisy environments. The
results showed that hybrid features along with DE optimization provide better result as compared to MFCC
and PLP individually. This work can be further extended by integrating advanced features like GFCC and
BFCC along with speech enhancement algorithms.
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